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Abstract—in wavelength-division multiplexing (WDM) optical
networks, the bandwidth request of a traffic stream can be much
lower than the capacity of a lightpath. Efficiently grooming
low-speed connections onto high-capacity lightpaths will im-
prove the network throughput and reduce the network cost. In
WDM/SONET ring networks, it has been shown in the optical
network literature that by carefully grooming the low-speed
connection and using wavelength-division multiplexer (OADM)
to perform the optical bypass at intermediate nodes, electronic
ADMs can be saved and network cost will be reduced. In this study,
we investigate the traffic-grooming problem in a WDM-based
optical mesh topology network. Our objective is to improve the Fiber Link
network throughput. We study the node architecture for a WDM @)
mesh network with traffic-grooming capability. A mathematical
formulation of the traffic-grooming problem is presented in this
study and several fast heuristics are also proposed and evaluated.
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Index Terms—integer linear program, lightpath, mesh net-
work, optical network, traffic grooming, wavelength-division
multiplexing.
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|I. INTRODUCTION

IBER OPTICS and wavelength-division multiplexing
(WDM) are promising technologies that are expecte.
to satisfy the drastically increasing bandwidth requirements (b)
of the Internet. WDM is an approach that can exploit theg. 1. lilustrative example of traffic grooming.
huge optoelectronic bandwidth mismatch by requiring that

each end-user’'s equipment op_erate only at electronic rate, Qiiands [1]-[7] or based on dynamic traffic demands [8]-[10].
multiple WDM channels from different end-users may be Muly ¢ hrevious studies have assumed that a connection requests
tiplexed on the same fiber [1]. In a wavelength-routed WDM,qyidth for an entire lightpath channel. In this study, we
network, a “lightpath” may be established from a source n0dgqme the bandwidth of connection requests can be some

to a destination node and it may span multiple fiber links [2}., ~tion of the lightpath capacity, which makes the problem

In an all-optical network, the lightpath may remain entirely in, .o practical.
the optical domain, optically bypassing the intermediate nodes,ye investigate the problem of how to “groom” low-speed

Using wavelength-routing switches (WRSs) [1] at intermediatg,nnection requests to high-capacity lightpaths efficiently. The
nodes, and via appropriate routing and wavelength assignmggic_qrooming problem has been studied on the SONET ring
(RWA), a lightpath can create logical (or virtual) neighbors o%pology. References [11]-[16] reported some previous work on
of nod.es 'that are geographically far apart in the network. 4o traffic-grooming problem on the WDM SONET ring net-
Assigning network resources (e.g., wavelengths, trangy ks The objective function in these studies is to minimize the
ceivers) to successfully carry the connection requests (liglitya) network cost, measured in terms of the number of SONET
paths) is well known as the routing and wavelength assignm%[&td_drop multiplexers (ADMs). In this paper, we use irregular
problem [1], [3]. It is also known as a lightpath-provisioningnesh wDM networks as our study topologies and assume that a

problem [4]. A number of RWA studies have been reported {fhnnection requests a bandwidth that is a fraction of the wave-
the optical networking literature, either based on static traﬁl@ngth capacity.

Fig. 1 shows an illustrative example of traffic grooming in a
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connection requests: (0, 2) with bandwidth requirement OC-12;  there may exist four traffic matrices: an OC-1 traffic ma-
(2, 4) with bandwidth requirement OC-12; and (0, 4) with band- trix, an OC-3 traffic matrix, an OC-12 traffic matrix, and
width requirement OC-3. Two lightpaths have already been set an OC-48 traffic matrix.
up to carry these three connections, as shown in Fig. 1(a). Be4) The number of lasers (transmitte()R; ) and filters (re-
cause of the resource limitations (transmitter in node 0 and re-  ceivers)(RR;) at each nodé. Note that the transceiver
ceiver in node 4 are busy), we cannot set up a lightpath directly  can be either wavelength-tunable or part of a fixed-tuned
from node 0 to node 4; thus, connection 3 has to be carried by array.
the spare capacity of the two existing lightpaths, as shown inOur goals are to determine the following.
Fig. 1(b). Different connection requests between the same nodeyy A virtual topology G, = (V, E.,). The nodes of the
pair (s, d) can be either groomed on the same lightpath, which "~ yiryal topology correspond to the nodes in the physical
directly joins(s, d), using various mul_tlplexmg techniques, or topology. A link between nodessand;j corresponds to a
routed separately through different virtual paths. A connection | nidirectional lightpath set up between node (§aiy).
may traverse multiple lightpaths if no resources are available t02) Routing connection requests on the virtual topology to
set up a lightpath between the source and destination directly.  ejther minimize the total network cost or maximize total
We investigate the node architecture for the WDM opticalnet- i rqughput. In this study, we consider maximizing total
work to support traffic-grooming capability. We study anoptical  hroughput.
wide-area WDM network which utilizes a grooming-capable
optical node architecture, so that a group of lightpaths can be
set up to optimally carry the low-speed connection requests. _ ) )
We formulate the traffic-grooming problem in a mesh net- 10 C&rry connection requests in a WDM network, lightpath
work as an optimization problem with the following objectivésonnections may be established between pairs of nodes. A con-
function: for a given traffic matrix set and network resource§€ction request may traverse through one or more lightpaths
maximize the (weighted) network throughput. The mathemdiefore it reaches the destination. Two important functlgnalmes
ical formulation is presented for static traffic demands. Sevef&Ust be supported by the WDM network nodes: one is wave-
simple provisioning algorithms, i.e., heuristics, are also préngth routing and the other is multiplexing and demultiplexing.
posed and their performance is compared. Finally, we show hGWVRS in [1] and [3] provides the wavelength-routing capa-

to extend the mathematical formulation to accommodate ottty to the WDM network nodes. Optical multiplexer/demul-
network optimization criteria. tiplexer can multiplex/demultiplex several wavelengths to the

same fiber link. Low-speed connection requests will be multi-
plexed on the same lightpath channel by using an electronic-do-
main TDM-based multiplexing technique. Figs. 2 and 3 show
The problem of grooming low-speed traffic requests to highwo sample node architectures in a WDM optical network.
bandwidth wavelength channels on a given physical topologyThe node architecture is composed of two components: WRS
(fiber network) is formally stated below. We are given the foland access station. The WRS performs wavelength routing
lowing inputs to the problem. and wavelength multiplexing/demultiplexing. The access
1) A physical topology&, = (V,E,) consisting of a station performs local traffic adding/dropping and low-speed
weighted unidirectional graph, whené is the set of traffic-grooming functionalites. WRS is composed of an
network nodes andt, is the set of physical links, optical crossconnect (OXC), network control and management
connecting the nodes. Nodes correspond to netwaukit (NC&M), and optical multiplexer/demultiplexer. In the
nodes and links correspond to the fibers between nodegc&M, the network-to-network interface (NNI) will configure
Though links are unidirectional, we assume that there afige OXC and exchange control messages with peer nodes on
an equal number of fibers joining two nodes in differerd dedicated wavelength channel (shown as wavelength 0 in
directions. Links are assigned weights, which may cofigs. 2 and 3). The network-to-user interface (NUI) will com-
respond to the physical distance between nodes. In thiginicate with the NNI and exchange control information with
study, we assume that all links have the same weightthe user-to-network interface (UNI), the control component of
which corresponds to the fiber hop distance. A networke access station. The OXC provides wavelength-switching
node: is assumed to be equipped witlt} (i) x Dy,(i)  functionality. As shown in Fig. 2, each fiber has three wave-
wavelength-routing switch (WRS), whef®,(:) denotes |engths. Wavelength 0 is used as a control channel for the
the number of incoming fiber links to node> NC&M to exchange control messages between network nodes.
2) Number of wavelength channels carried by each fibgjiher wavelengths are used to transmit data traffic.
=W . Capacity of a wavelengteC. In Fig. 2, each access station is equipped with some trans-
3) AsetofN x N traffic matrices, whereV = |V|. Each itters and receivers (transceivers). Traffic originated from the
traffic matrix in the traffic-matrix set represents one parccess station is sent out as an optical signal on one wavelength
ticular group of low-speed connection requests betwegRanne| by a transmitter. Traffic destined to the access station
the nodes of the network. For example(ifis OC-48, g ¢onyerted from an optical signal to electronic data by a re-
ceiver. Both tunable transceivers and fixed transceivers could be
2For any node, the number of incoming fiber links is equal to the number opsed ina WDM network. A tunable transceiver can be tuned be-
outgoing fiber links. tween different wavelengths so that it can send out (or receive)

I1l. NODE ARCHITECTURE

Il. GENERAL PROBLEM STATEMENT
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Fig. 2. Node architecture 1: IP over WDM.

an optical signal on any free wavelength in its tuning range. BONET components (ADM, DCS, etc.) and SONET framing
fixed transceiver can only emit (or receive) an optical signatshemes can provide TDM-based fast multiplexing/demulit-
on one wavelength. To explore all of the wavelength channglkexing capability, compared with the software-based scheme
on a fiber, a set of fixed transceivers, one per wavelength,iisFig. 3. The disadvantage of this approach is the high cost of
grouped together to form a transceiver array. The size of a fixeNET components, such as ADM and DCS. In reality, both
transceiver array can be equal to or smaller than the numbekKufds of access stations may be used together to be connected
wavelengths on a fiber, and the number of tranceiver arrays oaith an OXC in order to have a multiservice platform for
be equal to or smaller than the number of fibers joining a nodgccessing an OXC in a carrier’s network.

The access station in Fig. 2 provides a flexible, software-
based bandwidth-provisioning capability to the network. Mul-
tiplexing low-speed connections to high-capacity lightpaths is IV. MATHEMATICAL (ILP) FORMULATION OF THE
done by the MPLS/IP router using a software-based queuing TRAFFIC-GROOMING PROBLEM
scheme. The advantages of this model are that: 1) it provides ] ] . ) ]
flexible bandwidth granularity for the traffic requests and 2) The traffic-grooming problem in a mesh network with static
this MPLS/IP-over-WDM model has much less overhead thafgffic pattern turns out to be an integer linear program (ILP).
the SONET-over-WDM model, shown in Fig. 3. A potentialVe make the following assumptions in our study.
disadvantage of this model is that the processing speed of thel) The network is a single-fiber irregular mesh network, i.e.,
MPLS/IP router may not be fast enough compared with the vast  there is at most one fiber link between each node pair.
amount of the bandwidth provided by the optical fiber link. 2) The wavelength-routing switches in the network nodes

In Fig. 3, each access station is equipped with several do not have wavelength conversion capability. A light-
SONET add—drop multiplexers (ADMs). Each SONET ADM path connection must be set up on the same wavelength
has the ability to separate a high-rate SONET signal into  channel if it traverses through several fibers. An exten-
lower rate components [13]. In order for a node to transmit  sion of this problem to include wavelength conversion is
or receive traffic on a wavelength, the wavelength must be  straightforward and it actually makes the problem simpler
added or dropped at the node and a SONET ADM must be interms of the number of variables and equations.
used. Generally, each SONET ADM is equipped with a fixed 3) The transceivers in a network node are tunable to any
transceiver and operates only on one wavelength as shown in  wavelength on the fiber.
Fig. 3. The digital crossconnect (DCS) can interconnect the 4) A connection request cannot be divided into several lower
low-speed traffic streams between the access station and the speed connections and routed separately from the source
ADMs. A low-speed traffic stream on one wavelength can be  tothe destination. The data traffic on a connection request
either dropped to the local client (IP router, ATM switch, etc.) should always follow the same route.
or switched to another ADM and sent out on another wave- 5) Each node has unlimited multiplexing/demultiplexing ca-
length. Fig. 3 presents a SONET-over-WDM node architecture.  pability and time-slot interchange capability. This means
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. . Lightpath
that the access station of a network node can multiplex/d e
multiplex as many low-speed traffic streams to a lightpatt o o

as needed, as long as the aggregated traffic does not 'S
ceed the lightpath capacity.

A. Multihop Traffic Grooming
In this section, we assume that a connection can traverse mul-

Fig. 4.

tiple lightpaths before it reaches the destination. So, a connﬁeé

tion may be groomed with different connections on different

lightpaths. By extending the work in [1] and [6], we formulate

the problem as an optimization problem. We will use the fol-

lowing notation in our mathematical formulation.

m andn endpoints of a physical fiber link that might occur in
a lightpath.

i andy originating and terminating nodes for a lightpath. AV
lightpath may traverse single or multiple physicalV’
fiber links.

sandd  source and destination of the end-to-end traffic re-

quest. The end-to-end traffic may traverse throughnn
a single or multiple lightpaths. Fig. 4 shows how an
end-to-end connection request may be carried.
y granularity of low-speed traffic requests. We assume
y € {1,3,12,48}, which means that traffic de-
mands between node pairs can be any of OC-£y»
0OC-3, OC-12 and OC-48. TR;
RR,
3This may only be true for the software-based provisioning scheme in Fig. 2,
which may support virtual-circuit connections. The grooming capability of the
node architecture in Fig. 3 is limited by the number of output ports of SONET
ADM and the size and the functionality of DCS.

juest.

Fiber link

Connection Request

lllustrative example of a fiber link, a lightpath, and a connection

index of OCy traffic request for any given node pair
(s,d). For example, if there are ten OC-1 requests
between node pais, d), thent € [1, 10].

* Given:

number of nodes in the network.

number of wavelengths per fiber. We assume all of the
fibers in the network carry the same number of wave-
lengths.

number of fibers interconnecting node and noden.
P,., = 0for node pair which is not physically adjacent
to each otherP,,, = P,,, = 1 if and only if there
exists a direct physical fiber link between nodesnd

.

wavelengthw on fiber P,,,,,. P,
number of transmitters at node
number of receivers at nodeNote that, in this set of
ILP formulation, we assume all the nodes are equipped
with tunable transceivers, which can be tuned to any of
W wavelengths.

= Prnn-
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capacity of each channel (wavelength).
traffic matrix set.A = {A,}, wherey can be any al-

= Q

lowed low-speed streams, 1, 3, 12, etc. In our study,

y € {1,3,12,48}. A, 54 is the number of OGf con-

On virtual-topology traffic variables

sd,t
Z)‘Z(iy

Y.t
Ssd
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nection requests between node faird). Vs,d ye{1,3,12,48} t€[l,A,.4] (13)
* Variables: sd,t vt
—  \Virtual topology: Z Aoy = Ssa
+ Vi; number of lightpaths from nodeto nodey J
in virtual topology.V;; = 0 does not imply that Vsdci tye {if ;12,487 t€[L,Ay ] (14)
Vi = 0. SN =D N0 ifk#sd Vsdkt (15)
* V7 number of lightpaths from nodeto node i J
J on wavelengthv. Note that, ifV;Y > 1, the Z)\sdt 0
lightpaths between nodeand;j on wavelength — Y
w may take different paths. Vs,d ye{1,3,12,48} te[l,A, .4 (16)
—  Physical topology route: Z Aot
» P! number of lightpaths between nodesy) iy
routed through fiber linKm, n) on wavelength
Vs,d ye{1,3,12,48} te€[l,A, .4 (17)
w. ’
—  Traffic route: 3 yx X<V x C Vi (18)
. )\fj‘i; The ¢tth OC+y low-speed traffic request .t s,d
from nodes to noded employing lightpath(i, 5) S¥t e {0,1}. (19)

as an intermediate virtual link.

« S SY¥F = 1if the tth OC+ low-speed con-
nection request from nodeto noded has been
successfully routed; otherwisg?;" =

» Optimize: Maximize the total successfully-routed
low-speed traffic.

» Explanation of equations: The above equations are based
on principles of conservation of flows and resources
(transceivers, wavelengths, etc.).

Equation (1) shows the optimization objective func-

tion.

Equations (2), (3) ensure that the number of lightpaths

Maximize : »  y+ Y (1) between node paifi, j) is less than or equal to the
y,s,dt number of transmitters at nodeand the number of
. receivers at nodg.
* Constra_mts: . . —  Equation (4) shows that the lightpaths betwéery)
—  Onvirtual-topology connection variables are composed of lightpaths on different wavelengths
) between node pajft, j). Note that the value df;%f can
z Vi < TR; Vi @) be greater than 1. For example, in Fig. 1, two lightpaths
J on the same wavelength can be set up between node
Z Vi; SRR; Vj 3) 0 and node 5. One follows route (0, 1, 2, 5), while the
; other follows route (0, 3, 4, 5).
Z =V Vi j 4) —  Equations (6)—(10) are the multicommodity equations
(flow conservation) that account for the routing of
mt Vii, Vi - (5) a lightpath from its origin to its termination. The
flow-conservation equations have been formulated in
—  On physical route variables two different ways [5]: i) disaggregate formulation
and ii) aggregate formulation. In the disaggregate
ZP;{; = ZP“’ if k44,5 Vi, 5w,k  (6) formulation, everyi-; (or s-d) pair corresponds to a
commodity, while in the aggregate formulation, all the
Z p;{; =0 Vi, jw (7) traffic that is “sourced” from nodé (or nodes) which
corresponds to the same commodity, regardless of
ZPﬁLw -0 Vi, jw @) the traffi_c's destination. We emplt_)y the dis_aggre_gate
m formulation for the flow-conservation equations since
G tw s it properly describes the traffic requests between
ZP“{ =V Vigw ©) different node pairs. Note that (6)—(10) employ the
i o e wavelength-continuity constraint on the lightpath
Z B =V Vigjw (10) route.
« Equation (6) ensures that, for an intermediate
Zpﬁfnw < Ph. Ym,n,w (11) nodek of lightpath (4, j) on wavelengthw, the
i number of incoming lightpath streams is equal to
P3¢ 10,1}, (12) the number of outgoing lightpath streams.
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« Equation (7) ensures that, for the origin nade ®<_______>
of lightpath (¢, ) on wavelengths, the number
of incoming lightpath streams is 0.

e Equation (8) ensures that, for the termination
nodej of lightpath (¢, ) on wavelengthw, the
number of outgoing lightpath streams is 0. @

« Equation (9) ensures that, for the origin nade
of lightpath (¢, ) on wavelengths, the number
of outgoing lightpath streams is equal to the total
number of lightpaths between node p@irj) on @
wavelengthw.

« Equation (10) ensures that, for the termination @
nodej of lightpath (¢, j) on wavelengthw, the
number of incoming lightpath streams is equal
the total number of lightpaths between node pa
(i,4) on wavelengthw.

— Equations (11), (12) ensure that wavelengtion one
fiber link (m,n) can only be present in at most on
lightpath in the virtual topology.

—  Equations (13)—(19) are responsible for the routing ¢
low-speed traffic requests on the virtual topology, an
they take into account the fact that the aggregate traf
flowing through lightpaths cannot exceed the over:
wavelength (channel) capacity.

B. Single-Hop Traffic Grooming

In this section, we assume that a connection can only tra- ()
verse a single lightpath, i.e., only end-to-end traffic groomin
is allowed. The formulation of the single-hop traffic grooming g
problem is similar to the formulation of the multihop traffic-

5. (@) A six-node network and (b) a 15-node network.
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grooming problem, which was presented in the previous sec-The other parts of the formulations in the previous two sec-
tion, except for routing of connection requests on the virtutibns are still the same. Equations (22), (23) ensure that the
topology. We only present the different part as follows.

» On virtual-topology traffic variables

D yx S <ViaxC Vs,d
y,t

S¥F e {o,1}.

C. Formulation Extension for Fixed-Transceiver Array

(20)

(21)

number of lightpaths between node p@irj ) on wavelengthy

is less than or equal to the number of transmitters at ri@ael

the number of receivers at nogeon the wavelengthw (every
fixed-transceiver array only has one transceiver on each wave-
length).

D. Computational Complexity

It is well known that the RWA optimization problem is
NP-complete [1]. If we assume that each connection request

The mathematical formulations in the previous two sectiorigquires the full capacity of a lightpath, the traffic grooming
are based on the assumption that the transceivers in a netw@i®lem we are studying becomes the standard RWA optimiza-
node are tunable to any wavelength. If fixed-transceiver arraljgn problem. Itis easy to see that the traffic-grooming problem
are used at every network node andfdenotes the number of in a mesh network is also a NP-complete problem since the
fixed-transceiver arrays used at each node, we can easily extBWdA optimization problem is NP-complete. As the number of

our formulation as follows.
» On virtual-topology connection variables

variables and equations increases exponentially with the size of
network and the number of wavelengths on each fiber, we use a
small network topology as an example for obtaining ILP result.

Z VY <M Viw (22) For large networks, we will use heuristic approaches.
J
ZV‘W <M Vjuw (23) V. [LLUSTRATIVE NUMERICAL RESULT FROM ILP
— Y= ’ FORMULATIONS
Zvizf’ =V ¥i,j (24) This section presents numerical examples of the
w traffic-grooming problem using Fig. 5(a) as our physical
nt Vi, Vi (25) topology. The traffic matrices are randomly generated. As an
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TABLE | TABLE 1II
TRAFFIC MATRIX OF OC-1 GONNECTION REQUESTS TRAFFIC MATRIX OF OC-12 GNNECTION REQUESTS
Node 0 | Node 1 | Node 2 | Node 3 | Node 4 | Node 5 Node 0 | Node 1 | Node 2 | Node 3 | Node 4 | Node 5
Node 0 0 5 4 11 12 9 Node 0 0 1 1 1 0 0
Node 1 0 0 8 5 16 6 Node 1 1 0 1 1 0 2
Node 2 14 12 0 9 6 16 Node 2 0 1 0 2 1 0
Node 3 4 11 15 0 1 5 Node 3 2 0 2 0 2 0
Node 4| 10 2 3 3 0 9 Node 4 1 2 0 2 0 1
Node 5 2 1 8 15 13 0 Node 5 1 1 2 2 2 0
TABLE Il In multihop case, when the transceiver is not a limited re-
TRAFFIC MATRIX OF OC-3 (ONNECTION REQUESTS source compared with wavelength, more short lightpaths may be
Node 0 | Nods 11 Node 2 | Node 3 | Node 4 | Node 5 set up t.o carry co.nnect_lons thrlough multiple I|ghtpat'hs, but th!s
Node 0 0 6 2 1 3 2 scenario is less likely in the single-hop case. This is shown in
Node 1 3 0 3 6 7 8 Table IVwherel’ =5, W = 3andW =4.WhenT' =5 W =
Node 2 1 3 0 0 2 7 4, if multihop grooming is allowed, the network throughput is
Node 3 5 7 3 0 2 6 100%; otherwise, some connections get blocked. In the mul-
Node 4 6 4 5 0 0 2 tihop case, 29 lightpaths are established compared with 28 light-
Node5]| 5 4 4 2 0 0 paths in the single-hop case.

Tables V and VI show some results for the node transceiver
utilization and link wavelength utilization for the multihop

pair is generated as a uniformly distributed randqm num carry the connection requests, shown in Table IV. As we
between 0 and 16; 2) the_ number of OC-3 connecnon_requeﬁ}émioned' when most of the links have fully utilized the
between each node pair is generated as a uniformly distribulgaliahie wavelengths, increasing the number of transceivers
random number between 0 and 8; and 3) the number of OC<4g, 5 15 7) will not help to improve the network throughput

co.nnectlon.requests between each node pair is generated Acwill result in lower transceiver utilization, shown in Table V
uniformly distributed random number between 0 and 2. Thegg _ 7 andW = 3)

three traffic matrices are shown in Tables I-Ill, and the total

. ; Table VII sh the virtual topol d the lightpath ca-
traffic demand turns out to be the equivalent of OC-988. Trbeacﬁy Etilizafior?v:; thee \&run;oge:gggyv?hnéh—% ;%dlr/)lf— @
capacity of each wavelength (channel) is OC-48. ’ o .

. . As we can see, most of the lightpaths have high capacity uti-
Table IV shows the corresponding result for the networI ation (above 90%). There are some node pairs (0, 1), (1, 3)
throughput obtained from a commercial ILP solver, “CPLEX” ; o e
) tc.) which have multiple lightpaths set up, though the aggregate

based on different network resource parameters. In Table { ) p'e 1ghtp P g ggreg

T denotes th b £t . A denotes th affic between them can be carried by a single lightpath. The
([e)no efs € Inumther IO thranfscellvirs eno esl e” extra lightpaths are used to carry multihop connection traffic.
number of wavelengths. In the single-nop case, we only allow,, e | p formulation, we treat the low-speed connection

a connection to trans_verse a _single Iightpat_h, W_hiCh means tp&ﬁuests separately. The results from the ILP solutions show
only end-to-end traffic-grooming (multiplexing) is allowed. | at, if there is a lightpath set up betwe@nd), the low-speed

the multihop case, a connection is allowed to traverse multip Snﬁections betweef, d) tend to be pacI;ed’on this lightpath
lightpaths, i.e., a connection can be dropped at 'ntermed'%Wannel directly. Based on this observation, we propose two

npdes and groomed With. other Iovy—speed_ co_nnections ple heuristic algorithms for solving the traffic-grooming
different lightpaths before it reaches its destination. Fig. 1( 8blem in large networks

shows a multihop grooming case, where connection 3 traverse
two lightpaths; it was groomed with connection 1 on lightpath
(0, 2) and with connection 2 on lightpath (2, 4). As expected, the
multihop case leads to higher throughput than the single-hop VI. HEURISTIC APPROACH

case.

We can see from Table IV that, when the number of tunable Th€ optimization problem of traffic grooming is NP-com-
transceivers at each node is increased from 3 to 5, the netwBIRte- It can be partitioned into the following four subproblems,
throughputincreases significantly, both in the multihop case ai#ich are not necessarily independent.
in the single-hop case. But when the number of tunable trans-1) Determine a virtual topology, i.e., determine the number
ceivers at each node increases from 5 to 7, network throughput  of lightpaths between any node pair.
does not improve. This is because there are not enough wave?) Route the lightpaths over the physical topology.
lengths to setup more lightpaths to carry the blocked connection3) Assign wavelengths optimally to the lightpaths.
requests. Some illustrative results of transceiver and wavelengti) Route the low-speed connection requests on the virtual
utilization for the multihop case are shown in Tables V and VI. topology.
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TABLE IV
THROUGHPUT AND NUMBER OF LIGHTPATHS ESTABLISHED (TOTAL TRAFFIC DEMAND IS OC-988)
Multi-hop Single-hop
Throughput Lightpath # Throughput Lightpath #
T=3, W=3 | 74.7%(0C-738) 18 68.0%(0C-672) 18
T=4, W=3 | 93.8%(0C-927) 24 84.1%(0C-831) 24
T=5, W=3 | 97.9%(0C-967) 28 85.7%(0C-847) 24
T=7, W=3 | 97.9%(0C-967) 28 85.7%(0C-847) 24
T=3, W=4 | 74.7%(OC-738) 18 68.0%(0C-672) 18
T=4, W=4 | 94.4%(0C-933) | 24 84.7%(0C-837) 24
T=5, W=4 | 100% (OC-988) 29 95.5%(0C-944) 28
TABLE V In fixed-alternate routing, multiple fixed routes are consid-
RESULTS TRANSCEIVERUTILIZATION (MULTIHOP CASE) ered when a connection request comes. In this approach, each
T=3, W=3 | T=5, W=3 | T=7, W=3 node in the network is required to maintain a routing table that
Node 0 | Transmitter 100% 100% 71.4% contains an ordered list of a number of fixed routes to each des-
Receiver 100% 100% 71.4% tination node. For example, these routes can be the first shortest
Node 1 | Transmitter 100% 100% 71.4% path, the second shortest path, etc. When a connection request
Receiver 100% 100% 71.4% comes, the source node attempts to establish the connection
Node 2| Transmitter | 100% 100% T14% on each of the routes from the routing table in sequence, until
Receiver 100% 100% 71.4% .. . . .
Node 3 | Transmitter 100% 100% T14% the <_:onnect|_on is s_ucc_e;sfully established. _Smce flxed-alte_rnate
Receiver 100% 100% 1A% routing provides simplicity of control for setting up and tearing
Node 4 | Transmitter 100% 80% 57.4% down connections, it is also widely used in the dynamic con-
Receiver 100% 80% 57.4% nection-provisioning case. It has been shown that, for certain
Node 5 | Transmitter |  100% 80% 57.4% networks, having as few as two alternate routes provides signif-
Receiver 100% 80% 57.4% icantly lower blocking than having full wavelength conversion

at each node with fixed routing [17].
TABLE VI In adaptive routing, the route from a source node to a des-
RESULTS WAVELENGTH UTILIZATION (MULTIHOP CASE) tination node is chosen dynamica”y, depending on the current
network state. The current network state is determined by the

' T=3, W=3 | T=5, W=3 | T=7, W=3 set of all connections that are currently in progress [10]. For ex-

Link (0,1) 33.3% 100% 100% ; ;
Tink (0.3) T00% 100% T00% ample, when a connection request arrives, the current shortest
Tink (1,0) T00% 100% 100% path betwgen the source ar_ld the destination is calculated bqsed
Link (1,2) 100% 100% 100% on the available resources in the network; then, the connection
Link (1,3) 33.3% 66.7% 66.7% is established through the route. If a connection gets blocked
Link (2,1) 100% 100% 100% in the adaptive-routing approach, it will also be blocked in the
Link (2,4) |  66.7% 100% 100% fixed-alternate routing approach. Since each time a new connec-
Link (2,5) | 66.7% 100% 100% tion request comes to a node, the route needs to be calculated
Lfnk (3,0 33.3% 100% 100% based on the current network state, adaptive routing will require
Link (3,1) 100% 66.7% 66.7% : . :
Tink (3.) 6.7% 100% 100% more computatlon. a.nd a longer response time than fixed-alter-
Tink (4,2) | 66.7% 100% 100% nate routing, but it is also more flexible than fixed-alternate
Link (4,3) | 66.7% 100% 100% routing.
Line {(4,5) 66.7% 66.7% 66.7% In our heuristics, we will use adaptive routing.
Link (5,2) | 66.7% 100% 100%
Link (54) | 66.7% 66.7% 66.7% B. Wavelength Assignment

A. Routing Once the route has been chosen for each lightpath, the number

The routing and wavelength assignment problem (RWA) h8§ lightpaths going through a physical fiber link defines the
received a lot of attention in the WDM networking literaturecongestion on that particular link. With the wavelength-conti-
The current well-known routing approaches are fixed routingUity constraint, we need to assign wavelengths to each light-
fixed-alternate routing, and adaptive routing [10]. path such thatany two lightpaths passing through the same phys-

In fixed routing, the connections are always routed through@! link are assigned different wavelength$en wavelength-
predefined fixed route for a given source-destination pair. OA&Signment approaches have been compared in [10], and all of
example of such an approach is fixed shortest path routing. THem were found to perform similarly. We will use one simple
shortest path route for each source-destination pair is calculag@proach, first-fit (FF). In FF, all wavelengths are numbered.
offline using standard shortest path algorithms, such as D"When searching for an available wavelength, a lower numbered

stra’s al_gor'thm- If there are nOt.GHOUQh resources to satisfy A assume a single-fiber network system. There is only one fiber in each
connection request, the connection gets blocked. direction if two nodes are connected.
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TABLE VII
RESULT: VIRTUAL TOPOLOGY AND LIGHTPATH UTILIZATION (MULTIHOP CASEWITH T = 5 AND W = 3)

Node 0 Node 1 Node 2 Node 3 Node 4 Node 5
Node 0 0 2 (70%) |0 (100%) | 1 (89%) |1 (100%) | 1 (100%)
Node 1 | 1 (100%) 0 1 (100%) | 2 (100%) | 1 (100%) 0
Node 2 | 1 (100%) | 1 (95%) 0 1 (100%) | 1 (100%) | 1 (70%)
Node 3 | 2 (100%) | 1 (100%) | 1 (100%) 0 0 1 (100%)
Node 4 | 1 (100%) | 1 (100%) 0 0 0 1 (91%)
Node 5 | 0 (100%) 0 2 (98%) [ 1 (100%) | 1 (100%) 0

wavelength is considered before a higher numbered wavelength.
The first available wavelength is then selected. The idea behind

this simple scheme is that it tries to pack all of the in-use wave-2.2:

lengths toward the low end of the wavelength space.

C. Heuristics
We propose two heuristic algorithms for the traffic-grooming

single lightpath hop, and update the
virtual topology network state

Route the remaining connection re-
quests based on the current virtual
topology network state, in the de-
cending order of the connections’
bandwidth requirement

problem. LetZ (s, d) denote the aggregate traffic between node * Maximizing Resource UtilizatiofMRU). Let H(s,d)

pair s andd, which has not been successfully carried.4(et d)
denote one connection request betweamdd, which has not
been successfully carried yet. L&tdenote the wavelength ca-
pacity.

» Maximizing Single-Hop TraffiMST). The basic idea of
this heuristic is introduced in [1] for the traditional vir-
tual-topology design problem. This simple heuristic at-
tempts to establish lightpaths between source-destination
pairs with the highest'(s, d) values, subject to constraints
on the number of transceivers at the two end nodes and
the availability of a wavelength in the path connecting the
two end nodes. The connection requests betvsesmd d
will be carried on the new established lightpath as much as
possible. If there is enough capacity in the network, every
connection will traverse a single lightpath hop. If there
are not enough resources to establish enough lightpaths,
the algorithm will try to carry the blocked connection re-

denote the hop distance on physical topology between
node pair(s,d). Define T'(s,d)/H(s,d) as the con-
nection resource utilization value, which represents the
average traffic per wavelength link. This quantity shows
how efficiently the resources have been used to carry
the traffic requests. This heuristic tries to establish the
lightpaths between the node pairs with the maximum
resource utilization values. When no lightpath can be set
up, the remaining blocked traffic requests will be routed
on the virtual topology based on their connection resource
utilization valuet(s,d)/H'(s,d), wheret(s,d) denotes

a blocked connection request, ahti(s, d) denotes the
hop distance betweenandd on the virtual topology. The
pseudocode for this heuristic follows the same steps as
the pseudocode of MST, except that the node pairs and
blocked connections are sorted based on their resource
utilization values.

quests using currently available spare capacity of the vir- Both heuristic algorithms have two_ stages. Basc_ed on our ob-
tual topology. The pseudocode for this heuristic follows Servations from the ILP results, we find that packing different

Step 1: Construct virtual topology

connections between the same node pair within the same ex-
isting lightpath, which directly joins the end points, is a very ef-

1.1: Sort all of the node pairs (s,d)
according to the sum of uncarried
traffic request T(s,d) between (s,d)
and put them into a list L in de-

cending order
Try to setup a lightpath between
the first node pair (¢',d’) in L using
first-fit wavelength assignment
and shortest-path routing, sub-
ject to the wavelength and tran-
ceiver constraints. If it fails,
delete  (s',d') from L; otherwise, let
T(s,d) = Max[T(s,d)-C, O] and go to Step
1.1 until Lis empty .
2: Route the low-speed connections on
the virtual topology constructed
in Step 1
: Statisfy all of the connection re-
quests which can be carried through

1.2:

Step

ficient grooming scheme. In the first stage, the algorithms try to
establish lightpaths as much as possible to satisfy the aggregate
end-to-end connection requests. If there are enough resources
in the network, every connection request will be successfully
routed through a single lightpath hop. This will minimize the
traffic delay. In the second stage, the spare capacity of the cur-
rently established lightpath channels is used to carry the connec-
tion requests blocked in the first stage, and the algorithms give
single-hop groomable connections high priority to be satisfied.

D. Heuristic Results and Comparison

Table VIII shows a comparison between the results obtained
from ILP solver and the heuristic algorithms for the six-node
network in Fig. 5(a). We can observe that the MST and MRU
heuristic algorithms show reasonable performance when
compared with the results obtained from the ILP solver. The
heuristic approaches have much less computation complexity
than the ILP approach. The two proposed algorithms are
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TABLE VI

THROUGHPUTRESULTS COMPARISON BETWEEN ILP AND HEURISTIC ALGORITHMS (TOTAL TRAFFIC DEMAND IS OC-988)

Multi-hop (ILP)

Single-hop (ILP)

Heuristic (MST)

Heuristic (MRU)

74.7%(OC-738)

68.0%(0C-672)

71.0%(0C-701)

67.4%(0C-666)

93.8%(0C-927)

84.1%(0C-831)

89.4%(0C-883)

93.6%(0C-925)

97.9%(0C-967)

85.7%(0C-847)

94.4%(0C-933)

94.4%(0C-933)

97.9% (OC-967)

85.7%(0C-847)

94.4%(0C-933)

94.4%(0C-933)

74.7%(0C-738)

68.0%(0C-672)

71.0%(0C-701)

67.4%(0C-666)

94.4%(0C-933)

84.7%(0C-837)

93.1%(0C-920)

93.6%(0C-925)

L | e e} e e e e
cnu:-w“ﬂlcnu:-w
Eiéﬁéii
| ] ] oo cof eof 0o

100% (OC-988)

95.5%(0C-944)

100%(0C-988)

100%(OC-988)
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Tranceiver = 10 12 Tunable Tranceiver vs Fixed Tranceiver array

—— MST (Tunable)
- MRU (Fixed array)

= MRU (Tunable)
—+— Total Traffic D

| MST (Fixed
iL-—MST + MRU —+— Total Tratfic Demandi —+— MST (Fixed array)

7000

6000 -

Successfully Routed
Traffic Requests (OC-1)
Requests (OC-1)
8
8

Successfully Routed Traffic
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Number of Wavelengths per Link

1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19
Number of Wavelengths per Link

Fig. 6. Network throughput versus number of wavelengths for the network . )

topology in Fig. 5(b) with ten tunable transceivers at each node. Fig. 8. Network throughput versus number of wavelengths (size of fixed
transceiver array) for the network topology in Fig. 5(b) with 12 tunable
transceivers at each node.

W=10

—+—MST -+ MRU —— Total traffic demand}

equipped with ten tunable transceivers. We observe that the
MRU heuristic performs better than the MST algorithm with
respect to network throughput. Since the number of tunable
transceivers at each node is limited10 in this case), when
the number of wavelengths on each fiber link reaches a certain
value (16 in this case), increasing the number of wavelengths
does not help to increase the network throughput.

In Fig. 7, we plot the network throughput versus the number
of transceivers at every node when each fiber link carries ten
wavelengths. We compare the performance of the two heuristic
algorithms. The results show that, when the number of trans-
ceivers is small €7 in this case), MST performs better than
MRU. This is because MRU tries to utilize wavelengths effi-
ciently. When the number of transceivers is small, wavelength
1 not the limiting resource in the network any more. So maxi-
mizing wavelength utilization will not help to improve the per-
formance.
relatively simple and straightforward; by using other RWA Fig. 8 compares the performance using tunable transceiver
algorithms instead of adaptive routing and first-fit wavelengtand fixed transceiver in every network node. Each node is
assignment, it may be possible to develop other elaboraguipped with 12 transceivers if we use a tunable transceiver.
heuristic algorithms to achieve better performance. Each node is equipped with one transceiver array if we use

Figs. 6-8 show the results from the two heuristic algorithmfixed transceivers and the size of the transceiver array is equal
when applied to the larger network topology in Fig. 5(b). Thi® the number of wavelengths supported by every fiber link.
traffic matrices follow the same distribution as we mentioned ifihe results in Fig. 8 indicate that, when nodes are equipped
Section V. with the same number of transceivers, the tunable-transceiver

In Fig. 6, we plot the network throughput versus tharchitecture has better performance. For the fixed-transceiver
number of wavelengths on every fiber link when each node éase, MST performs better than MRU.

B e S o

Successfully Routed
Traffic Requests (OC-1)

1 23 45 6 7 8 9 1011 1213 14 15 16 17 18 19
Number of Transceivers per Node

Fig. 7. Network throughput versus number of tunable transceivers for t
network topology in Fig. 5(b) with ten wavelengths on each fiber link.
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VII. M ATHEMATICAL FORMULATION EXTENSION FOROTHER TABLE IX
OPTIMIZATION CRITERIA RESULTS OFCOMPARISON BETWEEN REVENUE MODEL AND NETWORK
THROUGHPUTMODEL

In this section, we show how to extend our ILP formulations

. . L. . . Optimize Revenue Optimize Throughput
to handle different optimization criteria for the traffic-grooming Revfnue Throughput £ Thmughpuf !
problem. T=3, W=3 | 83.1% 72.4% 747%

_ T=5, W=3 | 98.5% 97.2% 97.9%

A. Extension for Network Revenue Model T=7, W=3 | 98.5% 97.2% 97.9%
It has been shown earlier that the low-speed connection $=Zv $=i gi';z’ gf‘;g’ ;ﬂ?

. =4, = /0 g /0 a2 /0

requests between the same node pair tend to be packed togeth To5 Wi | 100% T00% T00%%

on to the same lightpath channel. The connections, which
can be carried by a single lightpath channel are more likely
to be satisfied than the connections which have to traverg@ same network topology and traffic matrix set as in Section V.
multiple lightpaths, when they have the same bandwidth (28), D,, is measured by the shortest path hop distance be-
requirement and the optimization objective is to maximizgveen nodes andd on the physical topology, ang is equal to
network throughput. To make the problem more realistic, it @.8.
reasonable for us to assume that two connection requests mayable IX compares the results between the two optimization
have different priority, even if they have the same bandwidihodels. In Table IXZ" denotes the number of tunable trans-
requirement. This is because different connection requestsvers per node arid denotes the number of wavelengths per
may have different end-node distance, quality-of-servigier link. Multihop grooming is allowed in both models. It is
requirement, etc. A connection’s priority can be represented Blyown that, in the revenue model, whH€n= 3 andW = 3,
a “weight” associated with it. In this section, we assume thgie maximal achievable revenue is 83.7%, and 72.4% of traffic
the weight is determined by the bandwidth requirement argquests have been satisfied to achieve the revenue, while the
end-node distance of the connection request. For a given nétaximal achievable traffic load the network can carry is 74.7%.
work topology and traffic demand, the objective is to maximizg revenue model, we find that if there is a lightpath set up be-
the weighted network throughput. LBt; denote the weight of tween(s, d), it may first be used to carry some long multihop
connectiori, D; denote the end-node distance of connection connections (with higher weight) which will traverse this light-
andC; denote the bandwidth requirement of connectiofihe path as an intermediate hop. Thus, some connections directly
connection’s weight function is defined as between(s, d) may be blocked. This means that packing dif-
o ferent connections between the same node pair within the same

Wi=D; xC, (26) existing lightpath, which directly joins the end points, is not a
where0 < « < 1 andD; is measured by the shortest path diggood groo'ming scheme any more. We find that, becausg of the
tance of the connection’s end nodes on the physical topolo@yf@ntity-discount parameterin (26), lower speed connections
Equation (26) is called the power-law cost function [18]. It i€® more likely to be satisfied than higher speed connection re-
used to study the actual tariffs demanded by communicatighiests. I_t is obV|0u_s t_hat_dlffer_ent_ heuristics are needed based
services for high-speed telecommunication channels, and th@fethe different optimization criteria.
is effectively a “quantity discount” (controlled hy) in that ca-

pacity cost (per unit of channel capacity) decreases as the ca- VIIl. CONCLUSION
pacity increases. Thus, the network’s weighted throughput be-Thjs study was devoted to the traffic-grooming problem in
comes a WDM mesh network. We studied the architecture of a node
H with grooming capability. We presented the ILP formulation for
T= Z D;xC % 5; (27) traffic-grooming in such a WDM mesh network. We compared
i=1 the performance of the single-hop grooming approach and

whereS; = 1 if connection requesthas been satisfied; other-Multihop grooming approach on a small six-node network with
wiseS: — 0. and the total number of connection requestdis randomly generated traffic pattern. Results from ILP showed
T can ,also be calledrfetwork revenue We can easily modify that the end-to-end aggregate traffic bet_ween the same node pair
our ILP formulation to optimizel”. The only part of the equa- tends to be groomed on to the same lightpath channel, which

tion which should be modified is shown as follows: directly joins the end points, if the optimization objective is to
oo o maximize the network throughput. Two heuristic approaches
« Optimize: Maximize network revenue

were also proposed for solving the traffic-grooming problem
Maximize : Z Dg % y® % SY} (28) in large networks. We compared the performance of these two
' s heuristic algorithms, MST and MRU, with different network

pedt resource parameters. The comparison results showed that

where D, denotes the distance between node pait). MRU performs better if tunable transceivers are used and MST
. performs better if fixed transceivers are used. We extended the

B. lllustrative Results optimization problem to a network-revenue model and found

In this section, we show some illustrative results to optimize different grooming scheme, which can be used to design
network revenue using our ILP formulation extension. We usa efficient heuristic algorithm on network-revenue model.
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We showed that, with proper extension, our ILP mathematicate]
model can be used to examine good grooming schemes for
different models. These schemes can be used to design efficigqy,
heuristic algorithms, which are practical for large and realistic

networks.
[18]
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